Gridscape II: An Extensible Grid Monitoring Portal
Architecture and its Integration with Google Maps

Hussein Gibbins and Rajkumar Buyya

Grid Computing and Distributed Systems (GRIDS) Lralbary
Department of Computer Science and Software Engimge
The University of Melbourne, Australia

Email: {hag, raj}@csse.unimelb.edu.au

A pervasive problem seen in information managenienhformation fragmentation, where information mig
fragmented by physical location, device or everthgyvarious tools designed to help manage it. Galplith the
explosion of information we see today, identifyiimjormation that is really important to us becondf§icult. In
areas such as Network and Grid system managerhénproblem hinders our ability to plan and makelliigent
decisions. Grid computing is particularly affectdde to the inherent difficulty in dealing with disuted
heterogeneous resources over various administrdéieins. In this paper we present Gridscape dystomisable
portal component that can be used on its own oggad-in to compliment existing Grid portals. Gridge I
manages the gathering of information from arbitradrgterogeneous and distributed sources and psetiesin
together seamlessly within a single interface. Tavjgle an interactive user interface we leverageGloogle Maps
API, which has recently been adopted extensivelyaaBighly-effective and innovative means of present
information with geographic location. Gridscapéslsimple and easy to use, providing a solutiothtse users who
do not wish to invest heavily in developing theivromonitoring portal from scratch, and also forsghaisers who
want something easy to customise and extend far specific needs. Its simple and generic desigamadt can
also directly be used in other, non-Grid relatepliaptions.

1. Introduction

A pervasive problem seen in personal informatiomaggment is information fragmentation [1], wher@imation
may be fragmented by physical location, devicewvaneby the various tools designed to help manag@atipled
with the current overabundance of information, ieblem severely hinders people’s ability to makelligent
decisions and take appropriate actions, due tontdglity to easily locate and interpret informatior his problem
affects many situations where information is impaott including Network and Grid system manageméfeb
portals, such as Google’s personalised homepagesieome a popular means for bringing togethezgaddent
sources of information into a single web page, @sd allowing us to customise what content is digpdl and how
it is presented, making it easier to access inftionahat is important to us. Figure 1 providesexample where a
user has access their calendar, email, weathertrepd to-do list from a single screen, helpingnitie better plan
their day.

Grid computing [2] has recently emerged as a nexadigm for sharing distributed heterogeneous ressyr
facilitating truly global collaboration for both &mprises [3] and research communities [4]. Theueses that make
up these Grids are diverse and include scientiitrtuments, computational resources, applicatiovices, and data
stores. Each resource has its own set of informa#tating to its operation or current status aachehas a different
mechanism for accessing that information. They liely to also adhere to different standards andvige
information based on various schemas and polidiefarmation services, such as Globus’ Monitoringdan
Discovery System (MDS) [5] for compute resourceghar Storage Resource Broker's Meta Informationalogt
(SRB MCAT) [6], from the San Diego Supercomputentee (SDSC), for data stores, are two such examplesse
services are a key part of Grid middleware, praxgdiundamental mechanisms for monitoring resouvdeish is
essential for accurate planning and for adaptingiegtion behaviour. In a simple scenario, resounfermation
can be gathered by directly querying these resoarceiddleware specific information services. Hoeg\this may
often require manually querying a number of différgystems one-by-one in order to collect requipetes of
information, as shown in Figure 2. Clearly, beingleato manage resources, services, and computations



challenging due to the heterogeneous nature, laugeber, dynamic behaviour, and geographical digtion of
these resources. This presents the need for infammananagement tools to assist in gathering argteagting
information and simplifying the task of extractiregjuired information. Users need a customisablethab presents
concise information about available resources fimingle interface without requiring them to switoltween

many tools.
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Figure 1: Personalised Google Homepage Portal.

With the introduction of freely-available and edeydse APIs such as the Google Maps API [16][31][32
integrating multi-source content and location daith a map into a single interface has become areasing
phenomenon and have been termed ‘mashups’ [35krAtess stream of these ‘mashups’ have been dextlop
showcasing effective new ways to present data,raih@ existing applications and inspiring complgteéw ones.
Postal companies are now providing visual shipntecking information to customers so they can sherw their
package currently is or where it has been, andestalte agents are providing geographic views opgnty
information allowing house hunters to more easilgntify houses in a particular area and visuallgeas the
location and other property information.
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Gridscape |l leverages the Google Maps API in asking the information management problem in Grid
networks, providing a solution for the creation andnagement of customised Web portals as a meas\wtling
a single interface to multiple different systemgragments of information. Since the ways in whietlividuals and
groups organise and work with data may also d[ffgrGridscape Il aims to be flexible and adaptatiethat each
organisation or individual need not invest heawulydeveloping or deploying Grid monitoring solut®for their
own sets of resources.

Gridscape Il incorporates the following key feature

- The ability to manage diverse forms of resourcerimition from various types of information sources;

A simple and flexible mechanism to support theadtrction of new resource types and arbitrary infoion
schemas using a plug-in architecture;

A flexible mechanism for presenting and formattinfprmation that supports customisation, making the
introduction of new types of information easy afidwing different portals to display the same infation

in a different ways;

User friendly portal administration to make it edsynanage and configure the portal online.

Provide a clear and intuitive presentation of reseinformation in an interactive and dynamic piprta

A flexible design and implementation such that coweponents can be reused in building new compsnent
and a high level of portability and accessibilipnde provided.

The remainder of this paper is structured as fallo8ection 2 looks at related work and presenisausision on
the strengths and weaknesses of some currentlyirexi&rid resource monitoring solutions, identifyisome
unsatisfied requirements and areas of improvenebetaddressed by Gridscape Il. Sections 3 andcliss how
Gridscape Il fits into the Grid architecture andpde details of its design and implementationcti®a 5 looks at
Gridscape Il in practice and walks through the features of Gridscape Il illustrating how it is ds@ practice.
Section 6 identifies a number of directions forufiet work. Finally, we end the paper in Section Thwour
concluding remarks on the work.

2. Related Work

Currently, there are a number of solutions that tmssist in the monitoring of Grid systems. Sah¢hese are
successful in their ability to provide detailed kevel system information while the strengths dfieots are their
flexibility and adaptability. Here we discuss a fegpresentative implementations and see how eadiesskes or
fails to address certain issues.

WebMDS [33] provides a web-based presentation obG4 monitoring information and is distributed witte
Globus middleware. Globus provides a flexible maé$a for aggregating and publishing this informatinto
Index Services called MDS. WebMDS allows users towse this published information of the different
components that make up the Globus middleware. @Mé information is formatted using XSL transformerf
presentation on the web to improve its readabifityme issues with this system are that each WebM&S8llation
only presents information from one Index Service #&nonly supports monitoring resources running @Glebus
middleware. Although the default configuration airws simply provide a user readable presentationalbf
information published through the Index Servicee thse of XSLT stylesheets affords the possibilify o
customisation to filter out any unnecessary infdiamaand alter the look and feel.

The Grid Monitor of the Advanced Resource ConnefdC), formally known as the NorduGrid Grid Monito
[8], addresses the need for providing useful infation by processing and interpreting informatioovided by
MDS and other services and presenting that in a-fasadly interface. One downside to this implertsion
however, is that it is tailored specifically to tH&RC project and is not available to be used to itoorGrid
resources other than those that are part of the pi{&ct and are publishing information to the ARErmation
System.

Ganglia [9], is a distributed monitoring systemttpaovides detailed information about resourceslikgnthe
ARC Grid Monitor, Ganglia is a flexible frameworkat can be utilised to monitor many types of higinfgrmance
computing systems including clusters and Grids. elmw, there is a caveat that in order to achiegé hevels of
scalability and to provide such detailed resourdermation, Ganglia relies on Ganglia-specific daemthat run
on cluster nodes. These daemons collect informdtimm a local resource and send multicast pacletsther
entities in the system in order to disseminateinifiermation. The problem with this approach is thahsiderable
effort and administrative overhead is requireddgbup such systems ensuring all resources aregroafl with the
same software. There are management issues wiahroes across various administrative domains wheseurce



owners may resist installation based on certaircigsl or have preference for other monitoring sohg. It may
also be the case that existing information servaes being integrated, where it is not possiblenstall such
monitoring software or it simply doesn’'t make sense

MonALISA [10] follows a similar approach to Gangbad provides a comprehensive monitoring solutidth &
distributed architecture; however it also suffexanf the problem of needing to install monitoringeaty on each
resource. One of the strengths that MonALISA passeshat the above mentioned systems ignore ixteameely
informative user interface that includes a geogiagtview of resources, making it easy to obsehee dtatuses of
large collections of resources at a glance. Thizrawes the user experience and the ability to dyiiclentify and
navigate for required information. A problem witftetMonALISA client is that its comprehensive cliént stand-
alone Java application that needs to be download®t run on the client computer, somewhat reductag i
accessibility.

GridCat [11] is a Web portal based monitoring systénat includes a static map to visualise resousseb
includes detailed Grid information including jolatsts, however it does not offer a simple meanskbending its
functionality beyond its current capability, whitttludes support for Globus, LCG and TerraGrid veses.

More flexible and adaptable solutions are toolkitat assist in the development of Grid portals aodk with
various types of middleware and information sourcEgamples of such toolkits are GridPort [12] &@widSphere
Grid Portlets [13]. These toolkits use portlet tealogy for reusability and aim to support all agpecf Grid
systems including job execution, management amelres monitoring. GridPort, which at the time ofitimg is no
longer being actively developed, focuses on praongdh toolkit to simplify access to heterogeneousl Gervices
through a single API. Using their Grid Portal Infaation Repository (GPIR) architecture, all inforioat is
restricted to a common set of attributes of speaifihemas in a number of categories such as: lpdus, status and
network latency. This limitation leads to a lossrichness of information through generalisationid@®ortlets, an
extension of the GridSphere portlet framework, fes a service for monitoring Grid resources anppsus
customisation for multiple different informationwsges to coexist. The limitations of this implensitn are that
there is no single collective view of all resources geographical visualisation (map interface}] tre process of
gathering resource information can only be run ivithweb server thus restricting its flexibilitylshé, while these
two approaches use portlet technology, they ardl sm@ponents dependant on larger systems.

MapCenter [14] is another tool to help create pgertaith a similar approach and design methodology t
Gridscape Il. MapCenter however is not portlet bamed instead generates static HTML at certain iptdirvals.
Also, Gridscape Il has the ability to query anyorgse type and customise the presentation of tifatmation
within a single view, which is unavailable in Map@er.

3. System Overview

The previous implementation of Gridscape [15] asdsuccessor, the subject of this paper, both aipravide a
high-level, user-friendly and highly customisablertpl interface in order to present the status gl Gesources.
Both leverage existing technology and interact witisting software on Grid resources so no addifiamstallation
or configuration on these resources is requiredoManprovements over the previous version of Graje are that
it supports the integration of multiple arbitranyfarmation sources through an extensible desigmravides a
simple customisation mechanism to allow it to beasted to meet the specific needs of each indiVi@dud portal.
Other improvements are integration with Google Maasplified portal administration and the use oftfet-based
web components which means it can be plugged ixitieg Grid portals. The new design and integratwith
Google Maps makes it a lot more flexible and theebflamework can be easily adapted to suit vardmpdications,
even those that are not related to Grid Computing.

3.1. Architecture

The architecture of Gridscape Il is shown in FigBr& he figure identifies the components that maesridscape
Il and their interactions with each other. The medmponents are theridscape Il Portalwhich provides the user
interface, theGridscape Il Resource Monitawhich gathers information about Grid resources twedsridscape |
Core which is the data model for the system. The othmgortant component is thiateractive Client-Side Map
provided through the Google Maps API. These higkellinteractions are described below:

1. The client begins interaction by accessing the &&dge Il portal web interface and initiating a restu
2. Resource information is queried by the GridscapealPuia the Gridscape core and formatted as aorespto



the client’s browser. This includes the geograpdiation of points and all other resource informati

3. Map tiles containing satellite images for the gepdic area being viewed are downloaded to the tcfrem
the Google Map Server.

4. In parallel, and independently of the rest of thetem, the Gridscape Resource Monitor takes caceltscting
updated resource information from the Grid and ighiblg that through the Gridscape Core. This uptlate
information then becomes immediately availabledisplay to users.
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Figure 3: Gridscape Il Architecture.

The key functions of the system are (a) queryingifdormation from various resource types, (b) istprand
retrieving resource information, and (c) preseatatf resource information.

3.1.1. Querying Information: Information collection is the responsibility ofetiGridscape Il Resource Monitor
(GSRM). Its role is to gather information from eaufithe various resources entered into the systant@ publish
that information for use by other components. Ttigective set of information becomes the curreatesbf the Grid
as seen by Gridscape Il, and becomes available sim@le set of information to be utilised by a bgkight
presentation layer. The importance of having thidependent entity gathering information is thadliéviates the
burden from the user interface and makes it easxtend or create new user interfaces that are m@gjyired to
present information. It was decided not to creaténformation reporting agent to be installed onreeesource, as
this makes initial setup and adding of resourcesetanonitored more difficult and often site admirgtors do not
want to install such agents or in cases where jt nad be possible. As a result, Gridscape |l candesl in a variety
of applications and integrate with various inforibatsources. A plug-in architecture has been adbpte that
custom adapters can be created and plugged intytitem to enable the gathering of information fieomy type of
information provider.

3.1.2. Storing and Retrieving Information: The Gridscape Il Core (GSC) provides a data alsiratayer for
accessing and managing Grid resource informatibrentapsulates the system state and is the datalmod
representing the set of common entities and thesrgloverning access and updates to their data.oVéeall
structure of Gridscape Il was aimed towards beintggrated with a persistent backend so that thetimgd of



resource information and the presentation of thfamrmation could be performed by entirely independmtities or
separate applications, and so that all state afwdniation is not kept in memory, which was an issuth the
original version of Gridscape. The GSC is a reusabimponent which can be used to develop otheicapiphs or
views that need to work with Gridscape |l data. €hee is used by both the portal and the resouartor.

3.1.3 Presenting Information: The Gridscape Il Portal (GSP) component provides uker interface for the
Gridscape |l system. Using portlet technology, Gedource information is presented to the userthédr web
browser. To improve the interactivity of the otheevstatic HTML interface, the Google Maps API &ed to
provide a highly interactive view of the globallisttibuted Grid resources and their positioninguathe world. It
is also important that the information is made ke through a Web environment for increased asibo#ity and
availability, as well as providing an intuitive usaterface to enable easy navigation. The interfacpes with
presenting various types of information in a singw.

4. Design and implementation

The overall design of Gridscape Il is aimed towadabling a persistent representation of resounfoemation that
can be updated independently from the portal artiont having to be run within a web server. Anotkey
consideration is to allow the architecture to lexiftle enough to support multiple different infoitioa sources and
allow for easy integration of new source types alsd provide a simple way to customise the presentaf the
information without requiring changes to sourceecod

JSR168 [23] compliant portlets are used to implentbe Gridscape Il portal as a portable and plulggab
component which can be integrated into other parfBhe Gridscape Il web application follows the Mbdiew-
Controller (MVC) Model-2 type architecture [24]. iEharchitecture provides a means of decouplingldbe and
data-structures of the application (server-siddnass logic code) from the presentation componéméd pages).
The components are kept as modular and generabgeigs possible to make the system easy to extehaldapt to
various scenarios.

4.1. Gridscape Il Core (GSC)

The GSC consists of a number of classes. The Resalass represents a Grid resource and contdiiisuteds
common to most resources, such as hostname, osiatas, location and resource specific informati®he
resource specific information is represented byRksourcelnfo class. This class holds the inforonmatvhich has
been collected by the GSRM. The Location classesgnts the geographic location of that resourggir€i4 shows

the class diagram for this set of components. B Resource and Resourcelnfo classes implement the
Displayable interface. This interface requires ithh@lementation of the toXML() method which returas XML
representation of the current object and is calledng information presentation. This mechanisrowad us to add
new displayable components in the future withoghgicant change to the code. The DBQuerier classdsmall
number of methods used as the interface to thddsga

4.2. Gridscape Il Resource Monitor (GSRM)

With the plug-in architecture, the GSRM has theailidity to query various types of information saes, including
Grid middleware such as Globus 2 and Globus 4 [Alghemi [18], Unicore [19], XGrid [20], SGE [21]nd PBS
[22]. Therefore, it is able to support differenbforcols simultaneously, in order for it to gatheformation from
these diverse information sources. The GSRM, shiawrigure 5, is implemented as a standalone Japhcagion.
It consists of the ResourceMonitor class, whictthis entry point to the GSRM, and the InfoGatherieig{in
interface along with implementations for each catlsesupported information service type. The GSRivtin on
the command line, independently of the GSP in otdegather, and publish via the GSC data abstmadtiger,
information from the various information servicesoerces. When run, the ResourceMonitor will pedally query
each resource that has been entered into the sy&eh query for information is started in a neved#d to avoid
having a query with an excessive response timeepteg the following queries from executing. Usitlge
resourcestype information, reflection is used to load the cotr@tug-in for querying that type of resource.
Introducing a new Information Gatherer is simple anly requires implementing the InformationGatheéngerface
which consists of a single method: gatherinfo()ecsfic to that resource type. The gatherinfo() roettof the
selected plug-in is called to execute the actuatyjunformation received during the gatherinfog)l meeds to then
be converted into an XML format and is returnedairResourcelnfo object. The resource informatiorthie



Resourcelnfo object is then stored in the datalreie entirety as text. This design allows newetypf information
services to be introduced and used with Gridschpg simply implementing a new plug-in (Informati@uatherer)
for that service. Security issues for the variaiferimation services needs to be handled by theemehtation of
the relevant Information Gatherer. For examplehiilite current Globus implementation, a proxy geweeréocal to
the web server via Globus tools is used. If SShkid, an implementation may require a usernam@assivord to
be supplied or it may use a key to access the resou
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+oXML() : String
roog
Resource Resourcelnfo
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-hostname : String =™ . +Resource Info()
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Figure 4: Gridscape Il Core Class Diagram.
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Figure 5: Gridscape Il Resource Manager Class Rragr



4.3. Gridscape Il Portal (GSP)

The GSP is a web portal developed based on JSRipliant portlets. Two individual portlets were ated, one
for administrating the Grid resources and the pappearance and another to present the informaticumsers.
JSR168 compliant portlets were used to implemeatGhidscape portal as a portable and pluggable ooemy
which could be integrated into other portals. Fggérshows the two individual portlets that maketlgp GSP -
GridscapeEdit for administrating the Grid resouraed portal appearance, and GridscapeDisplay &sepiting the
resource information to users. The portlets conth@ program flow and query the database and peetreer
information to be presented by the Java Server aigPs). Each JSP utilises the Google Maps APtantiins
Javascript code to embed the interactive map aterfThey also both use the StyleUtil class to &rabjects for
display at runtime.

Cnd isplay Cnd Edit
H+processAction(reguest | javax portlet. AdionR eguest, response : AdionResponss ) : void +processAction(request : javax portlet. AdionRequest, responss | AdionResponss): void
+eloviewrequest : RenderRequest, responss : RenderResponse) : void +doviewreguest | RenderRequest, response : RenderResponss) : void
| |
| |
AV W
gridscape_display.jsp gridscape_edit.jsp

T
| |
| |
| |
| |
<=Usg >>V ==use

o “‘-_§<use>> \/«use»

Styleltil
+ELEMENT_INFO : String = "info" Google Maps API
+ELEMENT_RESOURCE : String = "resource”

+F ORMAT _RCW - String = "row"
+FORMAT _POPUP : String = "popup”

+style(obj : Displayable, type : String, element : String, format : String ) : Strin:

Figure 6: Gridscape Il Portal Class Diagram.

4.3.1. Presenting resource information using XSLTeXtensible Stylesheet Language Transformationsd TS
[25] is a way of transforming XML documents intdhet XML documents via stylesheets. In the caserids6ape
II, we are transforming the XML data gathered by BSRM into HTML at runtime for presentation in té&eb

portal based on the appropriate stylesheet. Thiessiget describes how to access nodes of the soivite

document using search patterns in the XPath largy({@@], and also how that should be transformeddbam

template tags to form the resulting document. T @priate stylesheet is selected based on thenesdype. The
benefit of this approach is the flexibility it prides. It means that we can allow the data for éafonmation service
to be stored based on any XML schema that is motthde, and then simply requiring that an XSL doent is

available to transform that data into HTML that denpresented to the user.
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Figure 7: Using XSLT to Format Objects for Prestata




In Gridscape Il information is presented in twofeliént ways and therefore requires that two stgdethare
available for each resource type, one for formgtthe data to be displayed in an information windmypup in the
interactive map and another for displaying the rimfation in a list view. The process of presentiegource
information is shown in Figure 7. When a requeshes in to render the portlet, the list of resoulisegueried and
passed to the presentation layer — a JSP [27]JBReiterates through the list of resources to aysphch resource
and makes a call to the helper class StyleUtilriteoto perform the XSL Transform and format thiimation to
be presented.

4.3.2. Google Maps APl and AJAX.The Google Maps APl is a free service offered mo@e which allows
developers to embed interactive maps (Google Mags)their web sites. These maps display detailegping
information and satellite imagery and allows inttiraty such as panning and zooming of the map. The
implementation of Google Maps is based on a weleldewment technique that has recently become populhhas
been termed Asynchronous JavaScript and XML (AJAX8]. AJAX is used for making interactive web
applications and aims to make web sites feel megpansive by sending asynchronous HTTP requestsdover in
the background to retrieve small amounts of datgerathan refreshing the entire web page each ¢ionéent needs
to be updated. The way this works for Google Magsshown in Figure 8, is that when the map is dig to the
user, a request is made behind the scenes to dilmaprver to retrieve the necessary tiles to ispldyed. While
the user drags the mouse on the map to pan the keéewests are made to the map server to fetchtifesafor the
new region of the map to be displayed.

2 E.!
| - -
1) User interacts with i : >
map (panning and oy
Zeoming) = ¥ 2}-Asynchronous HTTP
3) Display updated Request for required tile
reflecting the change . HTML Web Page images
in view of map

Map Tile Server
Map imagery is stored as
many small segments (tiles}
Figure 8: Interacting with the Google Maps Useetlfdce.

The Google Maps API also allows developers to doaerlays over their maps. These overlays includekena
and paths. Markers are used to show points ofaatén the form of an icon on the map. These i@espositioned
based on latitude and longitude coordinates. THewdor the ability to pop up an information windcabove them
upon user interaction. This capability is used ind&cape Il to indicate the position of Grid reszms, and detailed
information about each resource is made availabkach marker’s information window. Gridscape Ihdsnically
generates JavaScript at runtime to produce mafé&eeach resource.

The remainder of this section will provide somehtdcal detail on the integration of the portal wiioogle
Maps, which enables the display of the interacthap and resource information. For the sake of egtian we
assume that the administrator has already custdntieeappearance of the map and defined a sesofimees to
view, details of which appear in the following sent Section 5. The configuration and resourcerimgttion for
display is first read from the database and paesédlthe JSP for presentation. In the JSP we défi@evariables
‘appcfg’ and ‘resources’ and assign them with thegpnaonfiguration and resource information respetfivto be



accessed later. To display the map, the Google M@dsequires a HTML DIV element to be created gdace-
holder for the map. The height and width attribugpscified for the DIV become the dimensions far thap.

<div id ="map" style ="width: <%= appcfg.getDimW() %=height: <%=appcfg.getDimH() %> ></ div >

The DIV element is given an ‘id’ which is requiréal identify it as the place-holder and the custdmight’ and

‘width’ settings are taken from the configuratiobject ‘appcfg’. The next step is to initialise thep and set its
initial state based on the configuration settinfjthe admin. Here the id of the DIV is passed dyttime creation of
the map object.

map = new GMap(document.getElementByld( "map"));

The initial location at which the map is centredatd the level of zoom is also set, along with rtiep type and
which controls are available to the user.

map.centerAndZoom( new GPoint( <%=appcfg.getLat() %>
<%=appcfg.getLng() %,
<%=appcfg.getZoomLevel() %);
map.setMapType( <%=appcfg.getMapType() %);

map.addControl( new GMapTypeControl());

Depending on whether the admin wants users to loeved to have pan or zoom interactivity the appiater
options are set.

<% if (appcfg.isAllowZoom()) { %>
map.addControl( new GLargeMapControl());
<%} else { %>
map.disableDragging();
<%} %>

Once the map has been configured the markers mineg each resource then need to be displayedopik used
in the JSP to generate appropriate JavaScript fuvdeach marker. The information required to crehte marker
includes the resources location and the specifarimation about the resource. At the end of thelt® resource
information is formatted using XSLT as describe®ettion 4.3.1.

<% for (Iterator it=resources.values().iterator();it.hasN ext();) { %>
<% r = (Resource)it.next(); %>

<% | =r.getLocation(); %>

<% info = r.getinfo(); %>

var point = new GPoint( <%-=l.getLatitude() %> <%=Il.getLongitude() %);
var marker= new GMarker(point,icon);

GEvent.addListener(marker, ‘click’ , function () {
showlinfo( <%-=r.getID() %);
IOk

map.addOverlay(marker);

markers[ <%-=r.getID() %3 = marker;
markersinfo[ <%=r.getID() %3 =

' <%= StyleUtil.style(info,r.getType(),

StyleUtil. ELEMENT_INFO,StyleUti.FORMAT_POPUP) % ;
<%} %>

5. Gridscape in Practice

5.1. Deployment

Gridscape |l is easily deployed and installed. A@e script is provided to deploy the portlets irtoportlet



container running in a web server and another s@ipsed to set up the SQL database. No additisofvare
needs to be installed on the resources that dre toonitored. Each information service is queried specified poll
interval, so communication overhead is controllgdvlrying the length of the interval. In the renden of this
section we look at managing and browsing the Gaped| Portal.

5.2. Customising the Portal

The Gridscape Il edit portlet allows administrat@Grid resources and general presentation ddtailgour portal.
Here resources can be added and removed and gxisources’ details can be modified. The advargemns
allow for customization of the interactive map umting its size, the part of the world to focus owl avhether users
should be allowed to zoom and pan.

5.2.1. Adding a new resourceAdding a new resource requires simply enteringhtbstname and then submitting
the form. This will add the new resource to thedisexisting resources and select it for editinglsat its details can
be entered.

5.2.2. Editing resource detailsTo change the properties of a resource, selectdhiged resource. This will present
the properties of that resource in a form allowtiingm to be modified, as shown in Figure 9. The uesowill also
be shown as a green marker on the map. The hostaadhtype must be set correctly for the resounsfesrnation
to be successfully queried by the resource moriftoe. location of the resource can be specifiedlicking directly
onto the map in the desired position. The map wgtlate by displaying the new position.

belle.cz.mu.oz. au vl edit | OR Ihnstname new |

Edit Resource Details

hastname Ibelle.cs.mu.oz.au country Aastralia 'I

belle @ == click on map to set position
E==silotion latitude  [144.90966796575

e [67z =] lonaituds [-37. 7620238857321

delete || cancel I ok, accept changes |

Figure 9: Editing Resource Details in Gridscape Il.

5.2.3. Deleting a resourceResources that are no longer part of your Grid mameleted from the system while
selected for editing. This will permanently remote resource, its marker and all other informatibat was
gathered.

5.2.4. Advanced customisationThe advanced customisation options shown in FidOreallows the administrator
to enter the Google Maps API key for the domaineinghich Gridscape Il will run, which is a necegsithen
applying Google Maps to any Web site. The appearamzl functionality of how the portal will be diagkd to
users can also be controlled here.

=l Aadvance. d Customisation ...

google maps key IAEEHAAAA&JFZS?T BMABILdYq3lcB_RQy0ibt-Sxk U eiFvC5zBmalyqO0MhRULpKh-461F

portlet base URL |htlp /fbelle.ce.mu.oz, au 9090/ gridscape

map dimensions |490px H a0% W
start position |133 9453125 1=t -28.764377375163114  Ing
start zoormn level |13

map type ® wap © gATELLITE © HvRRID
zoem and pan O cnable ® Yisable

toolbar ' chow  hide

resEnrEs (s [ C hide

cancel I ok, accept changes I

Figure 10: Advanced Customisation Options in Graghecl|.



5.3. Browsing the Portal

Once customisation is complete the portal can b#enaaailable to users via the display portlet shawhigure 11
The Gridscape Il Resource Monitor should also beneld to run so that the resource information cargathered
and updated for display in the portal.

5.3.1. Interacting with the map interface.The map area shows the positions of all resouteshave been entered
into the Gridscape Il portal. The user can intewith this by panning and zooming using the mouse graphical
interface controls. When a resource marker is ssdedhe information for that resource will be simow an
information window that will pop up above the matKehis information will be specific to the type imfformation
source the user has selected.

Figure 11: Gridscape Il Display Portlet for ViewiRgsource Information.

5.3.2. Search toolbarA search toolbar is available allowing users tarsk for specific resources using keywords.
The search will look for any information or propethat matches the keyword. Only those resourcatsatte found
to match will be displayed in the portal.

5.3.3. Resource listThe resource list is displayed under the map &td the properties and a summary of the
resource specific information for each resourceas Gives the user an overall view of the statelldha resources at
a glance.

6. Future Work and Applications

In this section we discuss a number of ideas wee hidentified for enhancing Gridscape Il and outlsmme
potential extension applications for the system.

Integration with Globus: As identified earlier, the Globus middleware pd®s a sophisticated information
aggregation and publishing system, but the toalpfesenting that information to users is lackidgnossibility that
we have investigated is the integration of Gridechwith Globus Index Services. In this scenahe Gridscape |l
Resource Monitor could be replaced by a GlobusArigervice. This would provide an enhanced userfate to
groups of Globus resources and offers an altermatiwwebMDS.

Monitoring Grid Applications: Another extension for Gridscape Il is to introddke ability to include additional



layers of information and presenting that informatusing the multiple overlays supported by Godgéps. Using
this feature we intend on presenting informatiotatesl to Grid application execution by integratingth the
Gridbus Broker [29]. The Gridbus Broker, which ised for managing the execution of Grid applicatiozen
provide information such as where jobs are exegufjob statuses, data communication paths, whisburees
involved in a particular workflow and workflow progss. The aim is to assist in managing and stedgind
applications. A similar extension we are interestegursuing is to visualise the groups of resosiicerolved in
Virtual Execution Environments so as to observe digribution of these networks of resources and lioey
expand and contract in relation to workload and alesin

Support for additional resource types:We would like to provide support for a larger niembf existing resource
types, such as Alchemi [18], Unicore [19], XGridD[2and other arbitrary nodes via SSH. Support fheptypes of
Grid resources such as Virtual Organisation sys{@iasnd data nodes may also be provided in a éutelease.

Automating resource positioning: Currently the geographic location of resourcesdade be specified manually,
which is a time consuming process. We intend onr@vipg this by geolocating resources based on tiireior
hostname or by using their supplied global positigncoordinates. It is possible for resources tmdmit their
global positioning coordinates to Gridscape Il whihey are queried, and this is something curredgfined in the
GLUE schema [30]. Using this, the global positigniof resources could be more accurately plottetiownit the
need for manual intervention.

Compatibility with other Mapping APIs: There are a number of other Map APIs from compasiech as
Microsoft (Windows Live Local) and Yahoo! (Yahoo!d@s) which are very similar to Google’s, providsiqilar
APIs. We would like to adapt the Gridscape Portahponent so that it is compatible with other Magp#APIs to
provide additional flexibility. Another possibilitig to integrate with 3D mapping frameworks suclGasgle Earth.

7. Conclusions

With the overwhelming amount of Grid resource infation being made available from various sourassstsuch
as Gridscape I, which provide a simple mechanismavigate and view relevant resource informatéwa,required
in order to improve our efficiency in working withisuch environments. There are currently a nurobe¢ools
designed to monitor very specific details aboungle type of resource or project, however, itifficult for diverse
information to be integrated into a single inteefaar for them to be customised and applied in osigenarios or
Grids. Gridscape Il provides a highly flexible sidn that allows integration with current and fuiguinformation
sources, as well as providing an easy mechanismaustomising which information is to be displayet] dnow it
should be presented. Essentially Gridscape Il @agplied in many situations and need not be ctstrito any
specific middleware or Grid project or even to Grid general.

We are currently extending Gridscape Il to suppes capabilities introduced in Section 6. The aurkersion
of Gridscape Il is available for download at: htpww.gridbus.org/gridscape
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